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Abstract

The paper describes the theory and application of opto-acoustics to determine thermal diffusivities of gases. An experiment
already described in previous papers of the authors [Internat. J. Thermophys. 19 (1998) 1099; Proc. 2nd European Thermal Scien
UIT National Heat Transfer Conf., 1996, pp. 1071–1078] permitted the detection of thermal diffusivities of gases at moderate pressures w
an experimental uncertainty of about±1.25%.Based on the experience gained with this device, a comprehensive error analysis is pr
in this paper. It shows how the experimental uncertainties can be considerably reduced to about−0.45 to+0.35%. The parameters for optic
cell design are dealt with, as well as the appropriate characteristics, such as frequencies of the modulated laser beam, and the
used in the experiment.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

The generation of acoustic signals from light ener
known as the opto- or photoacoustic effect, has bec
a promising method to study optical and thermophys
properties of condensed matter see, e.g., [1,2]. Its disco
goes back to the year 1881, when Alexander Graham
[3] first described the effect to transfer sound over distan
of about 40 m. Further development was hampered, ma
because acoustic signals were too weak. It was then ar
1937/38 when the effect experienced a renaissance
the invention of the ultraredabsorption recorder [4,5], a
instrument to measure concentrations of gases like
NO, SO2 and others. The opto-acoustic spectroscopy t
became an efficient tool for the detection of surface def
in materials [6–12], the detection of oil contamination
water supplies [13] and trace gas detection [4,5,14–20].

In recent years it was also used to determine thermoph
cal properties, such as thermal diffusivities and thermal c
ductivities of gases. With the aid of an opto-acoustic c
developed in the laboratory of the authors [21–23] ther
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diffusivities of refrigerants R134a and R32 were measur
in the temperature range between ambient temperature a
363 K at low pressures with an experimental uncertaint
about±1.25%.

Though this uncertainty comes close to that of
best instruments available at present to measure the
diffusivities, the experience gained with the actual op
acoustical cell permits the conclusion that the experime
error can still be reduced with optimised cell geometry a
with appropriate characteristics of the incoming light. Su
an optimisation requires a careful and comprehensive erro
analysis of the opto-acoustic instrument. It is the purpos
this paper to present such an analysis and from that de
an optimised design and those experimental parameter
will lead to a higher accuracy.

2. Experimental set-up

The experimental set-up was already described elsew
[22,23]. We therefore can confine ourselves on a short
scription of the principles. In the experiments a periodica
modulated laser beam penetrates the sample chamber, F
charged with the fluid to be tested. Small amounts of the
diative energy are absorbed by the test gas, provided tha
gas absorbs infrared light of the emission wave length of
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Nomenclature

A heat production . . . . . . . . . . . . . . . . . . . . . W·m−3

a thermal diffusivity,= λ/ρcV . . . . . . . . . m2·s−1

B coefficient, Eq. (14)
C∗ parameter, Eq. (4)
Cm constant, Eqs. (5)–(8)
cV isochoric specific heat capacity . . . J·kg−1·K−1

d diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
dCh chopper frequency . . . . . . . . . . . . . . . . . . . . . . . . m
db beam diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . m
f frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s−1

I intensity of laser beam . . . . . . . . . . . . . . . W·m−2

J0, J1 Bessel function of order zero and one
K number of periods
kf coefficient, Eqs. (11) and (12)
km amplification factor . . . . . . . . . . . . . . . . . . V·Pa−1

L length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
n exponent
p pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Q̇ heat flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
q̇ heat flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . W·m−2

R radius of sample chamber . . . . . . . . . . . . . . . . . m
individual gas constant . . . . . . . . . . . J·kg−1·K−1

r radial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . m
T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
�T volume averaged temperature . . . . . . . . . . . . . . K
t time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
V volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m−3

v specific volume . . . . . . . . . . . . . . . . . . . . m3·kg−1

vCh circumferential speed of chopper blade . m·s−1

W laser power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
w Gaussian beam radius . . . . . . . . . . . . . . . . . . . . . m

w0 Gaussian beam radius atz = 0 . . . . . . . . . . . . . m
zR Rayleigh length . . . . . . . . . . . . . . . . . . . . . . . . . . m

Greek symbols

α absorption coefficient . . . . . . . . . . . . . . . . . . . m−1

�p pressure difference . . . . . . . . . . . . . . . . . . . . . . . Pa
�r distance beam-cell axis . . . . . . . . . . . . . . . . . . . m
�T temperature difference . . . . . . . . . . . . . . . . . . . . K
�ϑ̂ maximal temperature difference . . . . . . . . . . . . K
�ϑ̄ volume averaged temperature difference . . . . K
�t jitter, Fig. 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
ζm eigenvalues of Bessel functionJ0(ζm) = 0
ϕ circumferential angle
λ thermal conductivity . . . . . . . . . . . . W·m−1·K−1

Λ wave length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ϑ temperature differenceT − T0 . . . . . . . . . . . . . K
τ time constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s

Subscripts

0 initial or boundary value (att , r or z = 0)
∞ infinity (t → ∞)

e end value
H back ground signal
id ideal
W wall

Superscripts

+ dimensionless quantity
D dark phase
H light phase

Fig. 1. Experimental set-up principle.
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laser. Should this not be the case, some ppm of an abso
may be added to the test gas, so that the thermophy
properties of the test gas remain unaffected within the ex
imental uncertainty. The energy absorption of gas provokes
small temperature rise of a few mK and a pressure rise in
isochoric cell of a few Pa. Because the laser beam is m
lated periodically with a chopper, light phases are follow
by dark phases, thus causing pressure fluctuations insid
gas. These fluctuations are recorded by a microphone
they are related to the temperature fluctuations which de
pend on the thermal diffusivity, the instrument delivers
rectly, without preceding calibration, absolute values of th
thermal diffusivities and thus is a “primary instrument”
defined by Kestin and Wakeham [24].

In a non-resonant cell, as discussed in the following,
microphone is mounted close to the cell wall. If it we
placed farther away from the cell wall, a resonant cell would
be created in form of a Helmholtz resonator. The press
signal would be superseded by damped harmonic osc
tions of the gas between sample chamber and microp
membrane, and experimental results would become les
curate.

3. The working equation

For reasons of completeness the working equation
shortly be derived here. A more detailed derivation w
given by the authors elsewhere [21]. The equation assu
the gas in the sample chamber to be homogeneous a
constant density. It is true that density differences due
the temperature oscillations are inevitable. They propag
however, with speed of sound and are equalised in the s
chamber in some microseconds, whereas measuremen
performed in a much longer time of some millisecon
Furthermore, because of the high length to diameter rat
the cell of about 68 in our case, axial temperature gradi
can be neglected. The axis of the sample chamber coin
with that of the laser beam, which itself is rotation
symmetric. Under these assumptions the working equa
reads

∂ϑ

∂t
= a

1

r

∂

∂r

(
r
∂ϑ

∂r

)
+ A(r, z)

ρcv

(1)

ϑ(t, r, z) := T (t, r, z) − T0 denotes the difference betwe
the gas temperatureT (t, r, z) and wall temperatureT0, ρ the
gas density,cv the isochoric heat capacity,r the radial and
z the axial co-ordinate,a := λ/ρcv is the thermal diffusivity
defined withcv because of the constant volume of the c
The heat source

A(r, z) = αI (r, z) (2)

is given by the absorption coefficientα of the gas, and the
intensity of the laser beam

I (r, z) = W

2
exp

(
− r2

2

)
(3)
πw (z) w (z)
t
l

e

-

f

,
l
re

s

Fig. 2. Contour of an ideal Gaussian laser beam.

with the radiative powerW (SI-unit W ) and the Gaussia
beam radius

w(z) = w0
(
1+ C∗z2)1/2

(4)

The z co-ordinate has its origin in the focus, andw0 is
the beam radius in the focus, Fig. 2. The beam radiusw0
is defined as the radius where the beam intensity is 1/e of
the peak intensity. The constantsw0 andC∗ are determined
experimentally with the aid of a beam profiler.

The boundary conditions for solving Eq. (1) are:
Constant wall temperature:

ϑ(t, r = R,z) = 0

Zero initial temperature:

ϑ(t = 0, r, z) = 0

and rotational symmetry:

(∂ϑ/∂r)t,r=0,z = 0

Introducing dimensionless quantitiesr+ = r/R, z+ =
z/R, w+ = w/R and t+ = at/R2, the solution of Eq. (1)
fulfilling the boundary conditions reads [21]

ϑ
(
t+, r+, z+) = αW

4πλ

{ ∞∑
n=1

(−1)n

nn!(w+)2n

[(
r+)2n − 1

]

+
∞∑

m=1

CmJ0
(
ζmr+)

exp
(−ζ 2

mt+
)}

(5)

with

Cm = − 2

J 2
1 (ζm)

{ ∞∑
n=1

(−1)n

nn!(w+)2n

×
1∫

r+=0

((
r+)2n+1 − r+)

J0
(
ζmr+)

dr+
}

(6)

J0 and J1 are the Bessel functions of the zeroth and fi
order, and the eigenvaluesζm are to be determined from
J0(ζm) = 0.

As illustrated in Fig. 3 each light phase is followed by
dark phase. During the dark phase the heat generation
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Fig. 3. Temperature and pressure in the test gas as function of time

in Eq. (1) disappears. The boundary conditions remain
changed, so that the temperature-rise under the assum
that the dark phase starts att+ = 0 becomes

ϑ
(
t+, r+, z+) = αW

4πλ

∞∑
m=1

CD
m J0

(
ζmr+)

exp
(−ζ 2

mt+
)

(7)

The temperature-rise at the beginning of the dark ph
at t+ = 0 from Eq. (7) is identical with that at the end of th
light phase from Eq. (5) witht+ = t+1 = a/(2fR2) wheref

is the frequency of consecutive pairs consisting of a light
a dark phase. Thus equating Eq. (7) att+ = 0 with Eq. (5) at
t+ = t+1 , multiplying then both sides withr+J0(ζmr+) and
integrating betweenr+ = 0 andr+ = 1 delivers the constan
CD

m of Eq. (7):

CD
m = −Cm

[
1− exp

(−ζ 2
mt+1

)]
(8)

The temperature at the beginning of the next light ph
follows again from the solution of Eq. (1). When shift
over the timet+1 = a/(2fR2) it starts again att+ = 0,
when the temperature is identical with that at the end
the previous dark phase. Repeating this procedure fo
following phases we eventually obtain the temperature
of light phaseK,K > 1, preceded byK − 1 periods of light
phases:

ϑ = αW

4πλ

{ ∞∑
n=1

(−1)n

nn!(w+)2n

[(
r+)2n − 1

]

+
∞∑

m=1

Cm

[
1−

K−1∑
k=1

{
exp

(−ζ 2
mt+1 (2k − 1)

)

− exp
(−2ζ 2

mt+1 k
)}]

× J0
(
ξmr+)

exp
(−ζ 2

mt+
)}

(9)

The average temperature-rise

ϑ̄
(
t+

) :=
∫

ϑ
(
t+, r+, z+)

dV (10)
V

n

is related to pressure-rise registered by the microph
through the equation of statep = p(ϑ̄, v). From a Taylor
series expansion, withv = const in our case, neglectin
terms of higher order because of the small pressure ris
a fewPa, we obtain

�p(t) = p(t) − p0 =
(

∂p

∂ϑ̄

)
v

ϑ̄
(
t+

)
and

�p(t → ∞) = �p∞ =
(

∂p

∂ϑ̄

)
v

ϑ̄∞

and hence

�p(t)

�p∞
= ϑ̄(t+)

ϑ̄∞
After Integration of Eq. (10) with the aid of Eq. (9) w

obtain from this the working equation, derived also in [21

�p(t+)

�p∞
= 1+

∞∑
m=1

Km exp
(−ζ 2

mt+
) · kf

(
t+1

)
(11)

with

kf

(
t+1

) = 1−
K−1∑
k=1

{
exp

(−ζ 2
mt+1 (2k − 1)

)
− exp

(−2ζ 2
mt+1 k

)}
(11.1)

and

Km = Dm/B (12)

with

Dm = 4

1/2∫
z+=0

1∫
r+=0

Cm

(
z+)

J0
(
ζmr+)

dr+ dz+ (13)

and

B = 2

1/2∫
z+=0

∞∑
n=1

(−1)n+1

(n + 1)!(w+)2n
dz+ (14)

Cm(z+) follows from Eq. (6), andw+ = w+(z+) follows
from Eq. (4). Because the pressure�p(t) is registered by
the microphone the only unknown in the working Eq. (1
is the thermal diffusivitya included int+ = at/R2 and in
t+1 = a/(2fR2). Convergence of Eq. (11) with deviation
below 0.001% is attained form � 6, and a cyclic steady sta
is reached for a number of periodsK � 3–20 depending on
the thermal diffusivity.

4. Error analysis

The working equation (11) does not allow for some ad
tional effects influencing the microphone signal and he
the thermal diffusivity determined from the experimen
Such effects come from: Clearance volume in front of
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all,
microphone, deformation of the microphone membrane,
sorption of light at the wall of the sample chamber, n
constant wall temperature, errors in the parameters descri
ing the laser beam, and deviation of the beam axis from
cell axis. Minimising these errors will permit us to optimi
the experimental set-up. The errors are discussed in the
lowing.

4.1. Clearance volume

In a non-resonant cell, as studied here, the microph
is mounted at the wall of the sample chamber. Neverthe
a clearance volume in front of the microphone membr
cannot be avoided entirely. Furthermore, microphones
equipped with a capillary tube connecting both sides of
membrane in order to equalise the static pressure ex
on both sides of the membrane.The clearance volume an
the mass flow through the capillary tube induce change
the gas density in the sample chamber during pressure
so that the assumption of a constant density in the wor
Eq. (7) is violated. These effects were studied in a prev
paper [21]. It turned out that the effects can be consider
reduced, if the capillary tube is kept closed by a valve du
the experiments, and if this valve is opened only when
sample chamber is filled or emptied with gas. As an e
analysis revealed, the membrane should be mounted as
to the wall, so that the clearance volume is lower than 1%
the volume of the sample chamber. The resulting error in
thermal diffusivity is then as low as−0.2%.

4.2. Deformation of the microphone membrane

The assumption of a constant density in the work
Eq. (7) presupposes that volume changes do not o
during the experiments. Actually, during the experiments
microphone membrane is exposed to pressure differe
and the membrane deformations are recorded to measu
pressure differences. The real pressure change then o
the thermal equation of statep = p(ϑ̄,V ) with V �= const
instead ofV = const as assumed in the working Eq. (
Thus the pressure change is given by

�p(t) =
(

∂p

∂ϑ̄

)
V

ϑ̄(t) +
(

∂p

∂V

)
ϑ̄

�V (t) (15)

On the other hand the microphone will be chosen so,
deformation is in the range of elasticity. Then deformati
and hence volume changes are linear functions of
pressure difference

�V = const�p

As an example we had const= 8.687× 10−14 m5·N−1

for the microphone used in our experiments according to
manufacturer (Brüel and Kjaer, (1/2)′′—microphone 4193)
With this, Eq. (15) converts into

�p(t)

[
1−

(
∂p

∂V

)
const

]
=

(
∂p

¯
)

ϑ̄

ϑ̄ ∂ϑ V
,

e

s
e
s

Thus the basis

�p(t+)

�p∞
= ϑ̄(t+)

ϑ̄∞
of the working Eq. (7) is still valid. The deformation o
the microphone membrane does not affect the ther
diffusivities determined from the experiments.

4.3. Wall absorption of light

Even in cases when the sample chamber is filled wi
non-absorbing gas, for instance a noble gas or nitrogen
obtain an opto-acoustical signal, because part of incomin
light is absorbed at the wall of the sample chamber. Th
provokes a wall temperature-rise and thus a heat flux f
the wall to the gas. As a consequence an additional pres
rise is registered as abackground signal overlapping the
main signal. To minimise this signal the wall of the sam
chamber should be polished. As recommended by Zh
and Letokhov [10] the background signal can be determ
with the aid of a reference cell, mounted in parallel or
series with the test cell and filled with a non-absorbing g
The laser beam passes both cells, and the background s
from the reference cell is subtracted from the signal of
test cell.

Instead of this we preferred to determine the backgro
signal in pre-tests with a non-absorbing gas and describe
signal analytically with the aid of the following model.

The variation of wall temperature�ϑw with time t should
satisfy the following conditions:

(i) For t → 0 the slope d�ϑw/dt is finite, and
(ii) For t → ∞ we have d�ϑw/dt = 0. The wall tempera

ture approaches a maximum value�ϑ̂w.

Thus it is plausible to assume

d�ϑw

dt
= kw

�ϑ̂w

τ
exp(−t/τ ) (16)

whereτ is a time-constant depending on the design of
sample chamber. The factorkw depends on the frequencyf ,
and we havekw(f = 0) = 1. kw decreases with increasin
frequency, because wall temperature oscillations bec
smaller the higher the frequency. Thus we havekw(f ) � 1.
Integration of Eq. (16)with the initial condition�ϑw(t =
0) = 0 delivers

�ϑw = kw�ϑ̂w

[
1− exp(−t/τ )

]
(17)

In analogy to Eq. (11), wherekF according to Eq. (11.1
describes the influence ofK − 1 light phases on the ga
pressure of phaseK, we may formulate

kw = 1−
K−1∑
k=1

{
exp

(
−2k − 1

2f τ

)
− exp

(
− k

f τ

)}
(18)

The maximum temperature�ϑ̂w and the time-constantτ
depend on design and amount of light absorbed by the w
and must to be adapted to the experiments.
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The background temperature-rise�ϑH of the gas obeys
the energy equation

∂�ϑH

∂t
= a

1

r

∂

∂r

(
r
∂�ϑH

∂r

)
(19)

The boundary conditions are�ϑH(t = 0) = 0, �ϑH(r =
R) = �ϑW from Eq. (17), and∂�ϑH (r=0)

∂r
= 0.

Introducing dimensionless co-ordinatest+ = at/R2,
τ+ = aτ/R2 and r+ = r/R we obtain the backgroun
temperature-rise1

�ϑH

(
t+, r+)

= kW�ϑ̂W

{
1− 2

∞∑
m=1

(
1

ζm

− ζm

ζ 2
m − 1/τ+

)

× J0(ζmr+)

J1(ζm)
exp

(−ζ 2
mt+

)

− J0(
√

r+2/τ+ )

J0(
√

1/τ+ )

}
(20)

The average background temperature-rise of the gas

�ϑ̄H

(
t+

) = 2

1∫
r+=0

�ϑH

(
t+, r+)

r+ dr+

follows from this as

�ϑ̄H (t+) = kW�ϑ̂W

{
1− 4

∞∑
m=1

(
1

ζ 2
m

− ζm

ζ 2
m − 1/τ+

)

× exp
(−ζ 2

mt+
)

− 2J1(
√

1/τ+ )

(
√

1/τ+ )J0(
√

1/τ+ )
exp

(
− t+

τ+

)}
(21)

again withζm from J0(ζm) = 0.
From�ϑ̄H (t+) we obtain the background pressure-ris

�pH(t) =
(

∂p

∂ϑ̄H

)
ρ

�ϑ̄H (t) (22)

with (∂p/∂ϑ̄H )ρ = Rρ for an ideal gas. This pressur
rise �pH(t) adds to the pressure rise of the worki
equation, Eq. (11). The time constantτ and the maximum
temperature-rise�ϑ̄w in Eq. (20) are properties of the te
cell filled with a non-absorbing gas. Hence, these va
when determined once, can be used for different test ga
With our experimental set-up we found with Argon as t
gas a maximum temperature rise of�ϑ̂ = 0.449 mK and a
time constantτ = 8.47 ms.

Fig. 4 shows as an example a background signal reco
in Volt with Argon as test gas for two initial pressur
p0 = 0.096 MPa andp0 = 0.0522 MPa and a temperatu
T0 = 304 K. The amplification factor is 0.709 Pa·V−1. The

1 The solution of Eq. (19) under the given boundary conditions can
be found in the book of Tautz [25] when superimposing his Eq. (5.28) w
his Eq. (11.97).
.

Fig. 4. Background signal. Argon as test gas, 0.096 MPa and 0.0522
atT0 = 304 K,f = 5 and 29 s−1.

experiments agree very well with those obtained from
model Eqs. (21) and (22). Though the experiments w
made with frequenciesf = 5 s−1 andf = 29 s−1 the results
were almost independent of frequency. This follows a
from Eq. (18), wherefrom we obtain almost the same va
of factorkw, kw(f = 5 s−1) = 0.992 andkw(f = 29 s−1) =
0.998. Nevertheless it is recommended to determine
parameters�ϑ̂w and τ in pre-tests with the same chopp
frequencies as in the subsequent experiments.

4.4. Fluctuation of the wall temperature

In order to find out how fluctuations of the wall tempe
ature, caused, for example, by the thermostat, may a
the thermal diffusivity determined in the experiments,
postulate a sudden linear increase of the wall tempera
ϑw = Tw − T0 from its initial valueϑw(t = 0) = 0 over a
time of te = 20 ms. The end temperatureϑwe = (dϑ/dt)t=0te
depends on the slope(dϑ/dt)t=0, which was varied betwee
±7.5 × 10−5 K·s−1 and±2.5 × 10−3 K·s−1. With that the
pressure-rise�p becomes different from the pressure s
nal �pid calculated from the working equation, Eq. (11
assuming constant wall temperature. As an example F
presents values(�p −�pid)/�pid for a slope(dϑ/dt)t=0 =
7 × 10−4 K·s−1. The thermal diffusivity attributed to th
pressure signal�p is about±0.25% different from the ther
mal diffusivity attributed to�pid, meaning that a tempe
ature fluctuation of±7 × 10−4 K·s−1 causes an error o
±0.25% in the thermal diffusivity.

With our experimental device wall temperatures w
recorded every 15 s, and fluctuations during that t
interval were below±1 mK. Thus the maximum slop
was ±1 mK/15 s= ±6.7 × 10−5 K·s−1 leading to an
experimental uncertainty in the thermal diffusivity belo
±0.05%.

4.5. Laser beam parameters

The parameterC∗ in Eq. (4) depends on the Rayleig
length zR = πw2

0/Λ according toC∗ = 1/z2
R and can be

determined very precisely.Λ is the wave length of the lase
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Fig. 5. Sensitivity analysis. Linear increase of wall temperature. Argo
test gas 0.1015 MPa,T0 = 304 K.

Fig. 6. Sensitivity analysis. Change of gaussian beam radius�w0. Argon
as test gas 0.1015 MPa,T0 = 304 K.

beam. In our case we foundC∗ = 0.1571× 10−3 m−2.
The beam radiusw0, however, determined with a Lase
diagnostic system has uncertainties of±3%. As shown in
Fig. 6 this causes an error in the pressure signal�p when
determined from the working equation, Eq. (11), with
beam radiusw0 ± 0.03w0, compared to the pressure sign
�pid that would be obtained if the beam radius werew0,
solid line in Fig 6. Almost the same curves would
obtained if the thermal diffusivities had an uncertainty
±0.25%.

4.6. Deviation of beam axis from cell axis

The working equation, Eq. (11), presupposes coincid
axes of laser beam and sample chamber. Non-parallel
deliver too high thermal diffusivities. If axes are parallel a
a distance�r apart from each other, errors in the therm
diffusivity are higher than in the case of oblique axes. Wh
axes are parallel, the intensity, Eq. (3), depends on
distance�r of the axes and their circumferential angleϕ.
We have thenI (r,�r,ϕ, z). For this case Biermann [26
solved the energy equation. The deviation in pressur
calculated by him is plotted in Fig. 7. It clearly indicat
that significant errors can arise when the axes of the l
beam and the sample chamber do not coincide. The e
s

Fig. 7. Sensitivity analysis. Different distances�r between beam axi
and cylinder axis of sample chamber. Argon as test gas, 0.1015
T0 = 304 K.

maximum is at the beginningof each light phase and tend
to zero for t → ∞. In our experiments both axes we
about 40 µm apart from each other. The uncertainty
the thermal diffusivity then is+0.25% at the beginning o
the light phase. It disappears almost after 0.01 s, wh
requires frequencies belowf = 25 s−1. The light phase
lasts then more than 0.01 s. Provided that the pressure
is registered during a time interval between 5× 10−3 s to
0.01 s, the uncertainty in the thermal diffusivity is belo
0.1%. Because of the higher error made when pres
signals are recorded in the beginning of the light phas
is recommended to omit those signals and use preferen
the signals recorded towards the end of the light phase.

4.7. Mechanical chopper blade

When passing from a dark to a light phase, the laser b
because of its finite diameter does not immediately penetrat
the gas in the sample chamber with full intensity. It take
small but finite time until the laser beam is set free by
rotating chopper plate. The time to set the laser beam ent
free is

�t0 = db

vCh
= db

(dCh/2)πf

wheredb is the beam diameter andvCh = (dCh/2)πf the
circumferential speed of the chopper blade of diameterdCh.
The chopper blade generates two periods during one
With db = 0.74 mm anddCh = 110 mm in our experimen
we obtain

�t0 = 4.28× 10−3/f (23)

It takes about 0.43% of the period duration until the la
beam is set entirely free. Thecentre of intensity of the laser
beam when set free by the chopper blade is shifted ov
distance corresponding to half the beam diameter, whic
equivalent to the case of a laser beam not coaxial with
axis of the sample chamber. This corresponds to a shift

�r = w0 �t0 = 2dbw0
2 �t1 dchπ
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Fig. 8. Optoacoustic signal◦ and signal of photodiode* from experiments.

Fig. 9. Error in thermal diffusivity due to Jitter�t of Fig. 8.

where�t0 is the time to set the laser beam free, and�t1
is the time of a light phase. With�t0 from Eq. (23),�t1 =
1/2f , db = 0.74 mm,dch = 110 mm andw0 = 0.166 mm
we obtain�r = 0.71 µm leading to an additional, howev
negligible error in the thermal diffusivity of 0.005%.

The opto-acoustic signal at the beginning and at
end of a light phase is registered by a photodiode place
in the ray path at the outlet of the sample chamber. B
signals, that of light phase and the opto-acoustical signa
recorded simultaneously. As shown in Fig. 8, the chop
starts to set the laser beam free at point 1, and at po
it is entirely free. The upper curve represents the op
acoustical signal, recorded simultaneously. The jitter�t ,
defined as time interval between point 2 and point 1
0.25 × 10−4 s. Instead of timet+ = at/R2 the working
equation (11) contains now a timet̃+ = a(t −�t)/R2. With
the experimental data�p(t)/�p∞ we can then fulfil the
working equation when adapting the thermal diffusivity v
a parameter optimisation. As a result, Fig. 9, shows the e
(a − a0)/a0 of thermal diffusivity a for a given jitter�t

from the valueao that would be obtained when the jitt
disappeared. For a jitter of�t = 0.25× 10−4 s the error in
the thermal diffusivity is about 0.15%.

This error can be avoided almost entirely with an opti
chopper, which, different from the mechanical chop
permits an intermediate transition from the dark to the li
phase.
Fig. 10. Sensitivity analysis. Pressure signal when absorption
efficient is high, α = 20 m−1 and 50 m−1. Thermal diffusivity
a = 3.59× 10−5 m2·s−1.

4.8. Axial heat conduction

As long as absorption coefficients of the test gas
low, for example below 0.5 m−1, axial heat conduction i
negligible. Many test gases are, however, strong abso
for certain wave lengths of the incoming light. Then t
absorption rate along the axial co-ordinate may not b
assumed constant. The Lambert–Beer law instead of Eq
now reads

I (r, z) = W

πw2(z)
exp

(
− r2

w2(z)

)
exp(−αz) (24)

The laser power absorbed per volume is

A(r, z) = αI (r, z)

and the energy equation reads

∂ϑ

∂t+
= 1

r+
∂

∂r+

(
r+ ∂ϑ

∂r+

)
+ 1

L+2

∂2ϑ

∂z+2 + A(r, z)R2

λ
(25)

with the dimensionless quantitiest+ = at/R2, L+ = L/R,
z+ = z/L and the temperatureϑ = T − T0.

The boundary conditions areϑ(t+ = 0) = ϑ(r+ = 1) =
ϑ(z+ = −1/2) = ϑ(z+ = +1/2) = 0 and(∂ϑ/∂r+)r+=0 =
0.

The length ratioL+ = L/R, of cell length L over cell ra-
diusR is very large, in our caseL+ = 104 mm/0.765 mm=
1.355× 102 and hence 1/L+2 = 5.446× 10−5. This indi-
cates that axial temperature gradients according to Eq. (25
are of weak influence on the temperature field. From a nu
merical solution of Eq. (25) with the boundary conditio
given above, we obtain the temperature fieldϑ(t+, r+, z+)

and from this the volume averaged temperatureϑ̄(t+),
which itself is related to the pressure rise�p(t) because
of �p(t)/�p∞ = ϑ̄(t)/ϑ̄∞. As a result of the numerica
analysis, Fig. 10 shows the relative deviation of press
�p(t) when axial heat conduction is taken into account,
�pid(t) when it is neglected, as a function of time for a
sorption coefficientsα = 20 m−1 and 50 m−1. From an er-
ror analysis we find forα = 20 m−1 an error of about 0.25%
in the thermal diffusivity, dotted line in Fig. 10.



J. Soldner, K. Stephan / International Journal of Thermal Sciences 43 (2004) 1037–1046 1045

ne
g ab
ding

ne
effi-
sub-
asy t
own
to be
h a
pre

1531
and
rticu
nm
ned

d it
ligh

gnal
the
he

erts
iv-
en-

d

ncy

r
e

ed

with

be

his

er-
x-
s are
s is
out

und
n as
e
be-

er
me

nnot
omes
ere
est
e a
gion
her
all

of

m:
the

mal

an
Substances like the fluorinated methane- and etha
derivatives, utilised as ozone-safe refrigerants, are stron
sorbers at wavelengths of about 3400 nm [27]. Depen
on pressure, absorption coefficients of about 50 m−1 were
registered. In this case axial heat conduction cannot be
glected. On the other hand most often absorption co
cients are mostly unknown. However, wavelengths were
stances are small absorbers or do not absorb at all are e
determine. Then a good absorber tracer gas with well kn
absorption coefficients may be added to the substance
tested. Transmission spectra of some refrigerants, suc
R134a, R32 and R152a, show that these substances at
sures above 0.2 MPa do not absorb at a wavelength of
nm. At this wavelength ammonia is a strong absorber
might serve as a tracer gas. Tuneable laser diodes, pa
larly in the near infrared of wavelengths between 100
and 1700 nm are commercially available. They can be tu
to the wavelengths of ammonia or other tracer gases.

4.9. Optimal chopper frequency

As shown before the pressure rise�p(t) approaches
its limiting value �p∞ after an infinite timet → ∞ of a
light phase. This is experimentally not feasible. Instea
is reasonable to choose a chopper frequency so that a
phase ends at a time when�p = (0.8 to 0.9) · �p∞ is
reached. When it ends earlier, the curvature of the si
�p(t) recorded with the microphone is large, and thus
error in the thermal diffusivities when determined with t
aid of the working equation, Eq. (11), is high. Inserting

�p(t = 1/2f )

�p∞
� 0.85

into the working equation, Eq. (11), the equation conv
into a relation with chopper frequency and thermal diffus
ity as unknown variables. When using only the first eig
term we obtain as an approximation withkp(t+1 ) = 1 for the
first light phase

�p(t = 1/2f )

�p∞
= 0.85= 1+ K1 exp

(
− ζ 2

1a

2fR2

)
(26)

With the valuesK1 = −1.0793 from Eqs. (12)–(14) an
ζ1 = 2.4048 fromJ0(ζ1) = 0, we obtain

f R2

a
= 1.465 (27)

as an approximate formula to estimate the optimal freque
for given values of the cell radiusR. If, for example,
we estimate the thermal diffusivity of the test gas toa =
10−6 m2·s−1, we obtain for a cell diameter 2R = 1.535 mm
an optimal frequency off ∼= 2.5 s−1, and for a cell diamete
2R = 3 mm,f ∼= 0.65 s−1. With our microphone pressur
fluctuations between 0.12 s−1 < f < 1000 s−1 could be
recorded. Thus the cell with 1.535 mm in diameter allow
thermal diffusivities to be measured in the range of

5× 10−8 m2·s−1 � a � 4× 10−4 m2·s−1
-

-

o

s
s-

-

t

Table 1
Experimental uncertainties with present cell and uncertainties expected
optimised cell. Test gas Argon, 304 K, 0.1015 MPa

Error source Uncertainties in %,
present cell, diame-
ter 1.535 mm

Uncertainties in %,
optimised cell, di-
ameter 3 mm

Clearance volumes −0.6 −0.2
Wall absorption, wall tem-
perature fluctuations

±0.05 0

Laser beam parameters ±0.25 ±0.05
Deviation from cell axis 0 to+0.1 0 to 0.1
Mechanical chopper blade ±0.15 –
Optical chopper – 0
Registration of pressure ±0.2 ±0.2

Total uncertainty −1.25 to+0.75 −0.45 to+0.35

whereas with a cell of 3 mm in diameter the range would

2× 10−7 m2·s−1 � a � 1.5× 10−3m2·s−1

Thermal diffusivities of technically relevant gases are in t
range.

4.10. Experimental uncertainty

The following table summarises the experimental unc
tainties of the thermal diffusivities. As shown before a
ial heat conduction can be avoided when measurement
made in a weak or non-absorbing region, if a tracer ga
added. Deformation of the microphone membrane turned
to be unimportant. Wall absorption, leading to a backgro
signal, can be compensated. As Table 1 shows for Argo
an example, the total uncertainty reached with our sampl
chamber of 1.525 mm diameter and 104 mm length lies
tween−1.25 and+0.75%.

The uncertainties can be reduced with a sample chamb
of the same length, but wider diameter. However, so
disadvantages when using a cell with wider diameter ca
be ignored: The pressure-rise of the test gas then bec
slower, necessitating a lower chopper frequency. Th
exists a maximal chopper frequency given by the low
frequency of microphone and amplifier. As shown befor
reduction of chopper frequencies leads to a shift of the re
in which thermal diffusivities can be measured. On the ot
hand, when using a wider diameter, the error due to w
absorption almost disappears,because the radial intensity
the laser beam decays exponentially with distance from the
wall. A good compromise seems to be a diameter of 3 m
The wall absorption becomes negligible, and as shown in
previous chapter the range of experiments in which ther
diffusivities can be measured is still wide enough.

For further reduction of the experimental uncertainties
optical chopper is recommended in the optimised cell.
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5. Conclusions

The opto-acoustic technique is an efficient tool to de
mine thermal diffusivities of gases. Because of the low te
perature gradients produced in the test gases, experim
errors due to radiation and convection are extremely s
and negligible. The method was used to determine the
diffusivities and from them thermal conductivities of gas
in the low density range, where other well proved metho
such as the transient hot wire method or the photon- cor
tion spectroscopy, become less accurate. It should how
be possible to extend the application of the opto-acou
method to higher densities, because available microph
permit experiments with fluids of higher density.

As a result of the error analysis presented in this pa
measures to improve the experimental accuracy were
posed. It turned out that a main source of the experime
uncertainties comes from

– The clearance volume between sample chamber
microphone membrane,

– The fluctuation of wall temperatures,
– The determination of laser beam parameters with a l

diagnostic system,
– The deviation of beam axis from cell axis,
– The mechanical chopper blade, and
– The registration of pressure.

As the analysis of these error-sources revealed the
important errors can be considerably reduced. The c
ance volume becomes lower when the microphone m
brane is placed into the wall of the sample chamber. Ne
laser-diagnostic systems deliver very accurate laser beam
rameters, and an optical instead of the mechanical cho
blade avoids the chopper blade error.

Wall absorption and wall temperature fluctuations
come negligible with a cell of 3 mm in diameter instead
1.535 mm, because wall absorption of the laser beam de
exponentially with distance from the wall. With such an o
tical cell thermal diffusivities, a, can be determined in a w
range of 2× 10−7 m2·s−1 � a � 1.5× 10−3 m2·s−1.

From an approximate formula, Eq. (27), the optim
chopper frequency for a given value of the cell diameter
the expected thermal diffusivity can be estimated.
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